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Scholarships currently play an important role in the world of education. Scholarships 

are financial aid given to students to complete their education. Scholarships are 

awarded by governments, foundations, institutions, or other institutions. Each 
scholarship has certain requirements. Scholarship programs are highly desired by 

every student, especially high-achieving but economically constrained students. The 

form of participation of the community, institutions, and students themselves in 

participating in building the nation, especially in the field of education, is crucial. By 
using the nave Bayes method, it is expected that the determination of scholarship 

recipients will be more targeted and accurate. This method serves to classify 

scholarship recipients into SMKs Alwasliyah 2 merbau. The Nave Bayes methods 

have no rules for their use. This method is used using benchmarks from the 
classification of pre-existing data. 
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1. Introduction  

 

SMKS Al-Wasliyah 2 In Merbau, one of the favorite schools in Marbau subdistrict, has quite a lot of 

students, and not all students belong to the group of people who can afford it. In teaching and learning 

activities, not all students are able to meet their needs. Scholarships can help students meet the needs of 

learning activities, but because many students often make mistakes in the selection of students who deserve 

to receive scholarships due to the way of neglect, that is not accurate. So the method of calculation used must 

be replaced with a more accurate method to minimize scholarship target errors. 

Scholarships are financial assistance provided to students that is used for educational purposes only. 

Scholarships are defined as a form of appreciation given to individuals in order to continue their education to 

a higher level. The award can be certain access to an institution or in the form of financial assistance. 

Basically, scholarships are income for those who receive them. In accordance with article 4 paragraph (1) of 

the PPh Law / 2000. The definition of income is an additional economic ability with the name and in any 

form received or obtained from Indonesian sources or outside Indonesia that can be used for consumption or 

increase the wealth of taxpayers. Because scholarships can be interpreted as increasing economic ability for 

the recipient, it means that scholarships are income"[1]. Scholarships are given to Students with the aim of 

reducing the economic burden of underprivileged students to finance the education being undertaken. The 

government through the Directorate General of Higher Education of the Ministry of National Education aims 

to allocate scholarship assistance funds to outstanding students and underprivileged students.[2] 

Data mining is a process to gain knowledge to gain knowledge from a large set of data stored using 

statistical and mathematical techniques.[3] Data mining is a process that uses statistical, mathematical, 

artificial intelligence, and machine elerning techniques to extract and identify useful information and related 

knowledge from various large databases.[4] Data mining algorithms come from a form of algorithm 

development in various fields of machine learning, statistics, artificial intelligence, and artificial neural 

networks. Data mining serves to handle data with a large enough size, so one of the directions of research in 

the field of data mining is to develop the algorithm in order to handle very large data sizes.[5] 
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The Naïve Bayes method is a way of classifying the fastest by calculating the possibilities of existing 

data by summing the frequencies that arise from the sample data provided. In another sense Naïve Bayes is a 

classification by probability and statistical methods to determine the odds that will arise using existing 

possibilities..[6] Naïve Bayes is one of those methods that has no rules in its use. This method uses 

probability theory by looking for the greatest opportunities by using classification methods, namely by 

looking at the chances of the emergence of each classification in training data..[7] 

Confusion matrix is a method that uses matrix tables. If the data set consists of two classes, then one 

will be considered positive and the other will be considered negative. In the graphic between False Positive to 

True Positive is called roc curve .[8] The ROC (Receiver Operating Characteristic) curve is a way to visually 

evaluate accuracy results, to display graphics that determine which one is better for looking for Probability. 

Roc will display a two-dimensional graph with false positive as horizontal line and true as vertical line.[9] 

 

2. Research Methods 

 

Naïve Bayes is a classifier method that has high accuracy and speed on databases with large data to predict 

the likelihood of membership of a class. [10] This method was first discussed first about the basic concepts 

and definitions in Bayes' Theorem and subsequently this torema was used to classify and data mining. This 

method uses the probability classification method of each class in the document. [11] Naïve Bayes' algorithm  

is a way of classifying data using probability and statistical methods by predicting subsequent results based 

on pre-existing results. [12] Common forms of the Naïve Bayes Method are as follows:  

𝐏(𝐀 | 𝑩) =
 (𝑩 |  )  ( )

 (𝑩)
                   (1) 

Information: 

A           : hypothesis of data A (specific class) 

B            : data with unknown classes 

P(A | B)   : Probability of hypothesis based on condition B 

P(A)        : Probability of hypothesis A 

P(B | A)   : Probability B when condition A 

P(B)        : Probability 

X……………………………………………………………..………………………………………………[13] 

 

Confusion Matrix is one of the measurement methods by calculating the true level of classicalization 

used to perform calculations looking for accuracy, precision, and recall values  in Data Mining.[14] 

TABLE 1 

CONFUSION MATRIX TESTING 

Clasification 
Predicated Class 

True False 

Actual : True True Positif (TP) False Negatif (FN) 

Actual : False False Negatif (FP) True Negativei (TN) 

 

Where table 1 contains : 

1. TP is True Positive, which is the correct amount of positive data. 

2. TN is True Negative, which is the correct amount of negative data.  

3. FN is False Negative, which is the amount of negative but incorrect data. 

4. FP is False Positive, which is the amount of positive but incorrect data. 

 

Accuracy value is the value that can be obtained from the comparison of clarified data with the overall 

data. Accuracy Value Formula: 

 𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑻 +𝑻𝑵

𝑻 +𝑻𝑵+𝑭𝑵+𝑭 
                (2) 

 Precision value can be obtained from the amount of correctly classified posituf category data divided by 

the total positive classified data, precision can be obtained using the formula: 

 𝒓𝒆𝒔𝒊𝒔𝒊 =
𝑻 

𝑻 +𝑭 
                 (3) 
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Recalls are used to show the number of persers from the correctly classified positive category data. To 

find the Recall value using the formula: 

𝑹𝒆𝒄𝒂𝒍𝒍 =
𝑻 

𝑻 +𝑭𝑵
            (4)[15] 

 

 
Figure 1. Design of research methods  

At Figure 1. Design research methods to perform the stages in accordance with what will be done, 

among others. Data Needs Analysis is analyzing existing data to find the needs of the data in.  Naïve Bayes 

algorithm is an arithmetic calculation method that will be used in calculating the opportunities that will be 

obtained from existing training data. Data Mining Analysis is analyzing from the processing of existing 

training data to find patterns or rules for the naïve bayes system. System Testing is to test the system whether 

there are still miscalculations and see weaknesses in the system. 

 

3. Result And Discussion  

 

3.1 Analysis Data 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 2. Dataset Siswa  

In Figure 2.Data ser students contain from the student dataset SMKs Al-Wasliyah 2 Merbau which 

contains from the dataset of students who successfully obtained as many as 34 students which is data from 1 

Class. The figure above consists of Student Name, Parent's Job, Parent Income, Number of Parental 

Dependents, Electrical Power used by Student Average Score. 
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TABLE 2 

STUDENT DATA AT TRIBUTES 

No Attribute Type Description 

1 Name Text Student Name 

2 Parents Job Categorical Parental Work 

3 Parents Income Numeic Parental Income 

4 Total Liabilities Numeric Number of dependents in the family 

5 Electrical Power Categorical Electrical Power used 

6 Average Value Categorical Student Average Score 

7 Status Categorical Admission Status 

 

In Table 2. Research Attribute is a collection of data that was successfully obtained from SMKs AL-

Wasliyah 2 Merbau. The attribute data that was successfully selected in the table above has been explained 

each is still the type of existing attributes and has been equipped with a description to make it easier to 

understand it. 

 

3.2 Data Training 

Data Training is sample data that has been obtained from SMKs AL-Wasliyah 2 Merbau in the form of .xlsx 

files that are used as a measuring pattern to find information from new data that will be searched for the 

status of the eligibility for scholarship assistance. 

 
 

 

 

 

 

 

 

 

 

 

 

Figure 3. Data Training 

Figure 3 contains from the data of prospective scholarship admissions that were successfully obtained 

from SMKs Al-Wasliyah 2 Merbau which contains all the data needed in selecting scholarship acceptance 

candidates. 
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Figure 4. Selection of training data targets 

Figure 4. is the process of selecting data that will be searched with the target attribute is Description, the 

function of the step above aims so that in data testing can be found the attribute we are looking for by using 

the Naïve bayes method, namely the Description attribute.  by changing the Role from future to target so that 

we can find results in accordance with existing information. 

 

3.3 Data Selection Process/ Prepocessing 

The Select Columns Process aims to complete the Sisea SMKs Al-Wasliyah 2 Merbau dataset process with 

the aim of finding information attribute values that do not yet exist so that the target column is not filled in. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Data Selection Proses/ Preprocessing 
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Figure 5 contains the data that we want to find the eligibility status of its acceptance. The data contains 

from parental income data, Number of Dependents, Electrical Power, Average value With its target attribute 

Description, in the Target Column is still empty because in the Testing data we do not know the results of the 

information and the target has been determined in the Training Data. 

 

3.4 Data Mining Process 

In the Data Mining Process, the Classification model is carried out using the Orange Tool using the Naïve 

Bayes Method to classify the scholarship eligibility status dataset at SMKs Al-Wasliyah 2 Merbau 

 
Figure 6. Data Mining Process 

At figure 6. Data Mining Process is the design of the Naïve Bayes method wigdet using Orange 

Software using datasets that have been obtained before it in the form of Data Training and data testing in the 

process with the Naïve Bayes classification method.. 

 

3.5 Classification Model Testing Process 

In the Naïve Bayes method testing process that has been made before, training data and data testing are 

needed to test the results of the classification using the Naïve Bayes Method such as Figure 5. 

 

 
Figure 7. Widget design model classification of scholarship acceptance status dataset  

At figure 7.  The widget design of the calcification model of the scholarship acceptance status dataset is 

a widget design that has been added to the classification process. On the red box is the Naïve Bayes method 

used to test the data that has been obtained to find out the results of eligibility for admission to the SMKs Al-

Wasliyah 2 Merbau Scholarship. 
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3.6 Classification Model Predictions Process 

The next process is to predict the results of the classification using Predictions which are used to determine 

the eligibility status of scholarship receipts such as Figure 6. Figure 8. The widget design to determine the 

eligibility status is a widget to determine the eligibility status by using Preditions which will then be 

displayed in Figure 9. 

 
Figure 8. Results from predictions using the Naïve Bayes method  

Figure 9 contains the results of predictions that have been obtained by using metoed naïve bayes and 

displayed using table predictions data. 

 

3.7 Classification Model Evaluation Results 

 
Figure 9. Classification Evaluation Widget  

At Figure 10. Classification Evaluation Widget consists of widgets to get test and score, confusion 

matrix and ROC Analysis results from student data files that have been obtained using the Naïve Bayes 

method. The results of the classification model simulation are carried out using Training and Data Testing 

which has been made one into Test Data with 1 attribute as a target, 1 text, namely meta, 2 categorical, 

namely parental work and average value, 3 numeric namely Income, number of dependents and electrical 

power. So that the test score results as in Figure 11. 

 
Figure 10. Results of Test and Score  
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At Figure 11. The results of the test and score were obtained from the results of calculations from 34 

data that had been tested, obtained the results of the AUC calculation of 0.853 AUC used to measure 

discriminatory work by estimating the probability obtained randomly from positive and negative populations, 

the large acclamb of AUC then the good classification results used. 

 

3.8 Evaluation Results with Confusion Matrix 

Confusion Matrix is a measurement tool for prediction methods by calculating the correctness of data that has 

been classified using the naïve bayes method. Confusion matrix consists of tables used to invalidate the 

performance of naïve bayes classifications from existing datasets. 

 
Figure 11. Confusion Matrix value of Naïve Bayes method  

Figure 12. The result of true positive (TP) is 23.  True Negative (TN) is 7, False Positive (FP) is 2 and 

False Negative (FN) is 2. Then the Accuracy, Precision and Recall Values are as follows: 

 

Accuracy =
  + 

  + + + 
+ 100% Then the Accuracy value = 88 % 

Presisi =
  

  + 
+ 100%  Then precision value = 76 % 

Recall =
  

  + 
+ 100%  Then the Accuracy value = 92 % 

 

3.9 Evaluation Results with ROC Curve 

Roc Curve is obtained from true signal (sensitivity) and (1-specificity) on the entire range of cut-off points to 

get the ROC curve visualized from the Confusion Matrix. Roc graphic results can be seen in figures 13 and 

14. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
  

 

Figure 12.  ROC analysis with targeted students who deserve scholarships  
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Figure 13 states that the results of the ROC analysis of scholarship eligibility in SMKs Al-Wasliyah 2 

Merbau are worthy by naïve bayes method as much as 0.540. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 13.  ROC analysis with target students not eligible for scholarships  

Figure 14 shows that the results of the ROC analysis of scholarship eligibility at SMKs Al-Wasliyah 2 

Merbau are not feasible with the Naïve Bayes method with a result of 0.500. 

 

4. Conclusion  

 

Scholarships are currently an important role in the world of education. Scholarships are financial aid given to 

students to complete their education. Scholarships are awarded by governments, foundations, institutions or 

other institutions. Each scholarship has certain requirements. Scholarship programs are highly desired by 

every student, especially high-achieving but economically constrained students. The form of participation of 

the community, institutions and students themselves in participating in building the nation, especially in the 

field of education. By using the naïve bayes method, it is expected that the determination of scholarship 

recipients is more targeted and accurate.  This method serves to classify scholarship recipients in SMKs 

Alwasliyah 2 merbau.  Naïve bayes methods that have no rules in their use, this method is used using 

benchmarks from the classification of pre-existing data. 
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